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New mass publishing genres, such as blogs and personal home pages provide a rich 
source of social data that is yet to be fully exploited by the social sciences and 
humanities. We claim that information-centred research (ICR) not only provides a 
genuinely new and useful information science research model for this type of data, but 
can also contribute to the emerging e-research infrastructure. Nevertheless, ICR should 
not be conducted on a purely abstract level, but should relate to potentially relevant 
problems. 

Introduction 
Information-centred research (ICR) is an e-research methodology that focuses on a 
new information source by 1) developing generic research tools that can be applied 
across a number of problem areas and 2) identifying relevant research problems 
(Thelwall & Wouters, 2005). ICR is deliberately open-ended in the knowledge 
domains that the relevant problems may derive from. ICR stemmed from two issues: 
a. The proliferation of different online information sources in the sense of large 

numbers of documents that could potentially be categorised in various meaningful 
ways (e.g., “Spanish university webs”, “teenagers’ MySpaces”, “all blogs”). This 
is not the e-science “data deluge” (Hey & Trefethen, 2003) but is more like an e-
research “document deluge”.  

b. The difficulty in understanding the potential research relevance of new online 
information sources because of their often informal and innovative nature. Thus 
there are many problems for which the new information sources seem a priori to 
be relevant, but for which they are later found to be inappropriate. 

ICR researchers may contribute directly to knowledge in the form of publications or 
reports, or may attempt to deliver the information and associated processing 
techniques to appropriate knowledge domain experts to use for collaborative or solo 
research. 

In contrast to ICR, the more standard problem-centred research (here: PCR) 
approach is to investigate whether an information source would aid in a specific 
research problem. For example, blogs might be analysed to see whether blog 
discussion volume was a good indicator of public interest in political issues, news 
stories, or new book releases. Each of these three could form one traditional (PCR) 
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investigation. In contrast, the ICR approach would be to investigate blogs to see what 
kinds of topics were discussed in them and then to direct blogs to those research 
issues that they could usefully address. More concretely, ICR can result in two 
different kinds of scholarly output: an ICR article or a PCR article. The ICR article 
would be an exploratory analysis of a new information source authored by the ICR 
researchers and not containing domain-specific research hypotheses or detailed 
theoretical frameworks. One ICR article, for example, explains how blogs can be a 
useful information source for any social sciences research touching on public opinion 
and describes a simple investigative method (Thelwall, 2007). This article does not 
contain research hypotheses or theoretical frameworks, however – at least one of 
which would normally be expected from social sciences research. In contrast, a PCR 
article derived from initial ICR research would contain domain-specific research 
hypotheses and would be authored by domain experts on their own, by domain 
experts in collaboration with ICR researchers, or by ICR researchers incorporating 
appropriate domain expertise. The PCR article would hence be a “normal” research 
article triggered by an ICR investigation that had identified the relevance of the 
information source to the domain. 

ICR is not only more open-ended than PCR but has a different goal: directing 
information to appropriate problems rather than solving a given problem with the 
information. Claims 1 and 2 below were made in a previous article (Thelwall & 
Wouters, 2005). Here we expand the social sciences research claims in 2 to include 
cultural research that might be described as humanities-oriented, and introduce claims 
3 and 4. 

1. ICR is more effective than PCR at identifying useful applications of new 
information sources, especially if conducted by information scientists. 

2. Teams of information scientists should provide ICR hubs to assess new 
information sources for potential use in social sciences research. 

3. ICR is not covered by existing information science theories. 
4. ICR should not be conducted on a purely abstract level, separated completely 

from potentially relevant problems. 
Finally, we discuss the future prospects for ICR in order to arm information scientists 
for seeking funding. The goal is not to create a new discipline from fields with a 
shared interest, as was achieved with communication sciences (Paisley, 1984), but for 
some information scientists to consciously provide an ICR service to the social 
sciences. The extent to which 1 and 2 above are desirable varies for different 
stakeholders in the system, and hence the likelihood of them being accepted will be 
contingent on incentive systems, economic factors and institutional structures.  

ICR and information science research theories 
ICR is not covered by existing information science theories. The three most 
prominent information science theories are domain analysis, ASK (Anomalous States 
of Knowledge) and cognitive theories. These are all problem or “use” based, and do 
not provide generic tools for analyzing new information sources across problems. 
Domain analysis (Hjørland & Albrechtsen, 1995) is useful to position ICR 
theoretically in respect to other Library and Information Science (LIS) activities. This 
theory posits that information should be best understood and analysed through the 
users, not as individuals, but as part of specialist knowledge domains. In particular, 
Hjørland (2002) proposes 11 specific competencies of information specialists that can 
apply to specific knowledge domains (e.g., indexing domain-specific document 
collections). In contrast, ICR is a cross-domain activity because the information 



    

source analysed could be relevant to many different domains, and hence is not a form 
of domain analysis. A second point of differentiation is that ICR is not proposed as a 
core activity for general information scientists but as a specialist activity. It is not 
unique in this because a large part of some other LIS fields, such as information 
retrieval and bibliometrics, is general purpose rather than domain specific. For 
example, there are many bibliometricians in national research evaluation centres 
around the world. 

One of the most influential information theories is ASK, which tries to move 
away from users explicitly formulating information needs. Instead, it focuses on the 
users’ problem statements, from which representations can be built of underlying 
anomalies in knowledge that could be resolved by information, for example by an 
information retrieval system delivering appropriate documents (Belkin, 1980). There 
are many other cognitive theories, including those taking into account the context 
rather than just the individual’s cognitive state (Ingwersen & Järvelin, 2005). More 
widely, there are many theories of information seeking and behaviour that engage 
holistically with information-related behaviour (e.g., Bates, 1989; e.g., Case, 2002; 
Foster & Ford, 2003). ICR is not covered by cognitive theories, however, because the 
end recipients of the information are not seeking a solution to a specific problem, 
instead ICR researchers pro-actively offer them an information source to explore a 
problem that is relevant to them. Hence the end user of ICR is not an actor in the 
process of solving the ‘problem’ of the new information source. 

ICR could be seen as information filtering (Belkin & Croft, 1992), since the 
goal is to get information sources to appropriate users, except that information 
filtering systems typically deal with similar kinds of documents, routing them 
individually to appropriate recipients. Information science channels of information 
seeking research (e.g., Spink & Cole, 2001) has similarities with ICR in the sense that 
ICR is channelling data to potential users. Channelling research is the opposite of 
ICR, however, in the sense that it investigates the channels that users select to get the 
information that they need (e.g., formal vs. informal) whereas ICR provides a new 
channel (i.e., a research methodology) through which end users (i.e., non-ICR 
researchers) can be given access to data and methods relevant to their research field. 

ICR is similar to data mining, which focuses on extracting previously 
unknown patterns from databases, except that it is knowledge-domain independent, 
deals with unstructured collections of documents, and identifies the types of patterns 
that can be extracted rather than the actual patterns. The data mining literature does 
not seem to have developed ICR-relevant theories, however, supplying instead 
prescriptive procedural models as aids to practice (e.g., Hand, Mannila, & Smyth, 
2001, p. 11-15; Pyle, 1999, p. 29). 

The previous LIS research style most closely related to ICR is literature-based 
discovery, which develops algorithms to extract research hypotheses or connections 
from literature databases (e.g., Swanson & Smalheiser, 1997; Swanson, Smalheiser, & 
Bookstein, 2001). This is radically different from most information science research 
in that there is no necessary involvement of end users: in literature-based discovery, 
the research hypotheses are generated from the investigation and are its end product 
rather than the starting point (i.e., the opposite of standard problem-centred research). 
This is similar to ICR in the sense that the end user is not pre-determined, but would 
presumably be a scientist working in a knowledge domain that could assess the 
hypothesis suggested by the literature connections discovered by the system. ICR is 
broader in focus than literature-based discovery, however. ICR delivers data sources 
rather than individual facts or specific hypotheses, although general hypotheses may 



    

well arise out of the ICR data exploration. More importantly, ICR is proposed as a 
generic methodology for approaching emerging new information sources, rather than 
a methodology for more effectively employing of a set of databases. 

Finally, note that ICR has some parallels with Paisley’s (1984) idea of 
“variable fields” that cut across other fields by focussing on a particular issue. ICR, 
although not proposed as a field in its own right, can cut through a range of fields for 
which Internet-derived data is potentially useful. 

Problem abstraction in ICR 
Problem abstraction is a key theoretical issue for the validity of ICR as a research 
methodology. How can the potential of new information sources as research objects 
be revealed if they are abstracted from the kind of use context brought to bear by 
problem-centred research? In reality a “pure problem” unrelated to any information 
source does not exist, neither does “pure information” exist prior to interpretation. 
The act of distinguishing data is already loaded with interpretative frameworks and 
implicit assumptions. ICR cannot, therefore, be built upon the idea of interpretation-
free information. Rather, ICR emphasizes that the act of interpretation should occur at 
a higher level of abstraction, which takes the set of conceivable research questions 
from a variety of fields into account. 

For PCR, note that in reality researchers normally have the flexibility to adapt 
their initial research questions to cope with unexpected results and it is arguably an 
important research skill to be able to report results whilst hiding preliminary wrong 
steps and unsuccessful suppositions (e.g., Latour & Woolgar, 1979). Nevertheless, a 
problem-based perspective on a new data source is at least constraining on the range 
of problem types that may be considered. 

In terms of Stokes’ (1997) types of research, ICR is a step away from the “use-
inspired basic science” that a problem-oriented approach may take, towards the pure 
basic research quadrant because of its additional remove from a specific problem. As 
a consequence of this shift, there is a related risk that ICR will reify information 
sources, especially if it becomes institutionalised as a recognised field activity, and so 
this problem will need to be guarded against by researchers. This is most relevant to 
ICR articles, as described in the introduction. Knowledge of a range of social contexts 
is an important safeguard, perhaps through contact with a range of types of social 
issues or researchers from a variety of different fields. 

Research funding objectives: A wider perspective 
Even if the above argument for ICR is accepted within information science, it does 
not mean that it will be acted upon internationally. This depends upon various factors 
including the availability, capability and willingness of sufficient information 
scientists in each country to play an information hub role, perhaps extending the 
library paradigm to active ICR. Some additional important factors will be considered 
here, both predominantly external to the information science discipline. 

The importance of ICR should be considered in the broader context of the 
informational turn in scientific knowledge creation (Wouters, 2006). The Human 
Genome Project is an exemplar of the increasing importance of large-scale distributed 
data sets in scientific research practice. The development of ‘in-silico’ 
experimentation and data production that the Human Genome Project innovated has 
been one of the factors leading to an exponential growth in the production of data in 
the life and biomedical sciences. Developments in the digitisation of scientific outputs 



    

have resonated to other areas of scientific knowledge creation leading to what has 
been referred to as the ‘data deluge’ (Hey & Trefethen, 2003).  

E-research has been a programmatic response by governments and funding 
bodies to address the challenges and opportunities presented by the development and 
application of advanced distributed computing resources and infrastructure in the 
sciences, social sciences and humanities. For example, in 2001 the United Kingdom 
initiated a £250 million, 5-year e-Science programme to develop tools, technologies, 
and infrastructure to support multi-disciplinary and distributed collaborations. Like 
the Cyberinfrastructure Program (Atkins, 2003) in the United States, e-Science in the 
UK embodies a vision that responds to the increasing needs of scientists for 
computationally intensive simulations, the management of ever-larger stores of data, 
and for shared access to expensive instruments.  

The goals of e-Science have entailed a greater involvement of computer 
scientists in domain-specific problems, so it seems that e-Science is changing the 
roles and boundaries of computer science. This could indicate a Kuhnian (Kuhn, 
1962) paradigm shift in computer science with the discipline fragmenting into 
interstitial applied areas between other disciplinary boundaries. The recruitment and 
retention of programmers in e-Science, however, has been problematic largely 
because domain-specific problems do not constitute interesting computer science 
problems for developers. 

The notion of e-Science is also being taken up in the humanities and social 
sciences. In 2004 the National Centre for e-Social Science (NCeSS) was set-up in the 
UK. The same year, the Dutch Royal Academy of Arts and Sciences decided to fund 
the Virtual Knowledge Studio for the Humanities and Social Sciences 
(www.virtualknowledgestudio.nl). The aim of NCeSS is to investigate how digital 
tools and infrastructure developed during the five year UK e-Science programme can 
benefit the social science research community. In e-Science, infrastructure has been 
conceived as a generic resource that can support domain specific applications of e-
Science through the development of tools and middleware. The central metaphor for 
this infrastructure is an Internet-based ‘Grid’-like structure (Berman, Fox, & Hey, 
2003), akin to a national utility system, such as the electricity grid. 

One of the key issues for developing Internet-based services to support social 
and cultural researchers through the e-Science infrastructure has been the provision of 
access to data, combining data sets and developing tools for extracting information 
from them. Current projects include the development of tools for the distributed 
annotation of video-based data, Internet-based tools for visualizing geo-spatial data, 
the development of visual corpora and modelling and simulation tools. Although these 
data sets are not on the same scale as those being produced in the life and biomedical 
sciences, they do present access, processing and curatorial issues.  

 ICR is, therefore, of growing importance within the social sciences and to 
some extent the humanities, but thus far information science is not a discipline 
represented by activities and initiatives under the programmatic umbrella of e-
research. The aims of ICR, e.g., the development of generic tools and the channelling 
of data and tools to relevant problem areas, fits well with the aims and direction of e-
Social Science or e-research more broadly. Given the current climate in social science 
and the expertise of information science, benefit could be gained through the 
establishment of an ICR collaboratory that would provide tools, resources, training 
and foster collaboration amongst information scientists and support their interaction 
with social science and humanities research more broadly. The establishment of such 
a collaboratory would also contribute to an increase in the degree of technical-



    

certainty within information science through the diffusion of techniques and tools 
both within the discipline and across related fields. 

Conclusion 
The emergence of new information sources associated with new technologies seems 
set to continue and expand. Hence, there will probably be many initially plausible 
social science and humanities applications for data collected on a large scale from the 
new sources. This has created the need for a new information-centred style of research 
that seeks to identify for which research problems the data sources may be useful 
rather than assessing the data for a given research problem. Information science as a 
discipline is most suited to this role because ICR can be most easily be conceptualised 
as being within its disciplinary boundaries. Moreover, its combination of computing 
skills and contact with a range of social science and humanities fields gives many 
information scientists the necessary skills. Although ICR can be conducted by 
individual researchers and research groups, information scientists should organise and 
apply for funding for ICR because it is beneficial to the social sciences and 
humanities in general. Funded ICR hubs should probably take the form of national 
centres or, more informally, of individual research programmes designed to interface 
with existing national networks and centres, such as the UK’s National Centre for e-
Social Science.  

The extent to which information-centred research is adopted on an 
international scale will be determined by factors including the success of early 
initiatives and the support of existing senior information scientists. The extent to 
which information scientists can play a role at the national level of brokering new 
information sources will be affected by political and practical considerations, 
determined perhaps by the influence of information science amongst senior national 
social scientists and the skills of national information scientists to persuade funders 
that this will support wider social science goals. This article has the primary purpose 
of arming information scientists for this task. 
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