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Web Crawling Ethics Revisited: Cost, Privacy and Denial of Service
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Ethical aspects of the employment of web crawlers for information science research and other contexts are reviewed. The difference between legal and ethical uses of communications technologies is emphasized as well as the changing boundary between ethical and unethical conduct. A review of the potential impacts on web site owners is used to underpin a new framework for ethical crawling and it is argued that delicate human judgments are required for each individual case, with verdicts likely to change over time. Decisions can be based upon an approximate cost-benefit analysis, but it is crucial that crawler owners find out about the technological issues affecting the owners of the sites being crawled in order to produce an informed assessment. 

1. Introduction

Web crawlers, programs that automatically find and download web pages, have become essential to the fabric of modern society. This strong claim is the result of a chain of reasons: the importance of the web for publishing and finding information; the necessity of using search engines like Google to find information on the web; and the reliance of search engines on web crawlers for the majority of their raw data, as shown in Figure 1 (Brin & Page, 1998; Chakrabarti, 2003). The societal importance of commercial search engines is emphasized by Van Couvering (2004), who argues that they alone, and not the rest of the web, form a genuinely new mass media.
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Figure 1. Google-centered information flows: the role of web crawlers.

Web users do not normally notice crawlers and other programs that automatically download information over the Internet. Yet, in addition to the owners of commercial search engines, they are increasingly used by a widening section of society including casual web users, the creators of email spam lists and others looking for information of commercial value. In addition, many new types of information science research rely upon web crawlers or automatically downloading pages (e.g., Björneborn, 2004; Faba-Perez, Guerrero-Bote, & De Moya-Anegon, 2003; Foot, Schneider, Dougherty, Xenos, & Larsen, 2003; Heimeriks, Hörlesberger, & van den Besselaar, 2003; Koehler, 2002; Lamirel, Al Shehabi, Francois, & Polanco, 2004; Leydesdorff, 2004; Rogers, 2004; Vaughan & Thelwall, 2003; Wilkinson, Harries, Thelwall, & Price, 2003; Wouters & de Vries, 2004). Web crawlers are potentially very powerful tools, with the ability to cause network problems and incur financial penalties to the owners of the web sites crawled. There is, therefore, a need for ethical guidelines for web crawler use. Moreover, it seems natural to consider together ethics for all types of crawler use, and not just information science research applications such as those referenced above. 

The robots.txt protocol (Koster, 1994) is the principal set of rules for how web crawlers should operate. This only gives web site owners a mechanism for stopping crawlers from visiting some or all of the pages in their site. Suggestions have also been published governing crawling speed and ethics (e.g., Koster, 1993, 1996), but these have not been formally or widely adopted, with the partial exception of the 1993 suggestions. Nevertheless, since network speeds and computing power have increased exponentially, Koster’s 1993 guidelines need reappraisal in the current context. Moreover, one of the biggest relevant changes between the early years of the web and 2005 is in the availability of web crawlers. The first crawlers must have been written and used exclusively by computer scientists who would be aware of network characteristics, and could easily understand crawling impact. Today, in contrast, free crawlers are available online. In fact there are site downloaders or offline browsers that are specifically designed for general users to crawl individual sites, (there were 31 free or shareware downloaders listed in tucows.com on March 4, 2005, most of which were also crawlers). A key new problem, then, is the lack of network knowledge by crawler owners. This is compounded by the complexity of the Internet, having broken out of its academic roots, and the difficulty to obtain relevant cost information (see below). In this paper, we review new and established moral issues in order to provide a new set of guidelines for web crawler owners. This is preceded by a wider discussion of ethics, including both computer and research ethics, in order to provide theoretical guidance and examples of more established related issues.

2. Introduction to Ethics

The word ‘ethical’ means, ‘relating to, or in accord with, approved moral behaviors’ (Chambers, 1991). The word ‘approved’ places this definition firmly in a social context. Behavior can be said to be ethical relative to a particular social group if that group would approve of it. In practice, although humans tend to operate within their own internal moral code, various types of social sanction can be applied to those employing problematic behavior. Formal ethical procedures can be set up to ensure that particular types of recurrent activity are systematically governed and assessed, for example in research using human subjects. Seeking formal ethical approval may then become a legal or professional requirement. In other situations ethical reflection may take place without a formal process, perhaps because the possible outcomes of the activity might not be directly harmful, although problematic in other ways. In such cases it is common to have an agreed written or unwritten ethical framework, sometimes called a code of practice or a set of guidelines for professional conduct. When ethical frameworks or formal procedures fail to protect society from a certain type of behavior, it has the option to enshrine them in law and apply sanctions to offenders.

The founding of ethical philosophy in Western civilization is normally attributed to ancient Greece and Socrates (Arrington, 1998). Many philosophical theories, such as utilitarianism and situation ethics, are relativistic: what is ethical for one person may be unethical for another (Vardy & Grosch, 1999). Others, such as deontological ethics, are based upon absolute right and wrong. Utilitarianism is a system of making ethical decisions, the essence of which is that “an act is right if and only if it brings about at least as much net happiness as any other action the agent could have performed; otherwise it is wrong.” (Shaw, 1999, p.10). Different ethical systems can reach opposite conclusions about what is acceptable: from a utilitarian point of view car driving may be considered ethical despite the deaths that car crashes cause but from a deontological point of view it could be considered unethical. The study of ethics and ethical issues is a branch of philosophy that provides guidance rather than easy answers.

3. Computer Ethics

The philosophical field of computer ethics deals primarily with professional issues. One important approach in this field is to use social contract theory to argue that the behavior of computer professionals is self-regulated by their representative organizations, which effectively form a contract with society to use this control for the social good (Johnson, 2004), although the actual debate over moral values seems to take place almost exclusively between the professionals themselves (Davis, 1991). A visible manifestation of self-regulation is the production of a code of conduct, such as that of the Association for Computing Machines (ACM, 1992). The difficulty in giving a highly prescriptive guide for ethical computing can be seen in the following very general important advice, “One way to avoid unintentional harm is to carefully consider potential impacts on all those affected by decisions made during design and implementation” (ACM, 1992).

There seems to be broad agreement that computing technology has spawned genuinely new moral problems that lack clear solutions using exiting frameworks, and require considerable intellectual effort to unravel (Johnson, 2004). Problematic areas include: content control including libel and pornography (Buell, 2000); copyright (Borrull & Oppenheim, 2004); deep linking (Fausett, 2002); privacy and data protection (Carey, 2004; Reiman, 1995; Schneier, 2004); piracy (Calluzzo & Cante, 2004); new social relationships (Rooksby, 2002); and search engine ranking (Introna & Nissenbaum, 2000; Vaughan & Thelwall, 2004, c.f. Search Engine Optimization Ethics, 2002). Of these, piracy is a particularly interesting phenomenon because it can appear to be a victimless crime and one that communities of respectable citizens would not consider to be unethical, even though it is illegal (Gopal, Sanders, Bhattacharjee, Agrawal, & Wagner, 2004). Moreover new ethics have been created that advocate illegal file sharing in the belief of creating a better, more open society (Manion & Goodrum, 2000).

Technology is never inherently good or bad; its impact depends upon the uses to which it is put as it is assimilated into society (du Gay, Hall, Janes, Mackay, & Negus, 1997). Some technologies, such as medical innovations, may find themselves surrounded at birth by a developed ethical and/or legal framework. Other technologies, like web crawlers, emerge into an unregulated world in which users feel free to experiment and explore their potential, with ethical and/or legal frameworks later evolving to catch up with persistent socially undesirable uses. Two examples below give developed illustrations of the latter case.

The fax machine, which took off in the eighties as a method for document exchange between businesses (Negroponte, 1995), was later used for mass marketing. This practice cost the recipient paper and ink, and was beyond their control. Advertising faxes are now widely viewed as unethical but their use has probably died down not only because of legislation which restricted its use (HMSO, 1999), but because they are counterproductive; as an unethical practice they give the sender a bad reputation.

Email is also used for sending unwanted advertising, known as spam (Wronkiewicz, 1997). Spam may fill a limited inbox, consume the recipient’s time, or be offensive (Casey, 2000). Spam is widely considered unethical but has persisted in the hands of criminals and maverick salespeople. Rogue salespeople do not have a reputation to lose nor a need to build a new one and so their main disincentives would presumably be personal morals, campaign failure or legal action. It is the relative ease and ultra-low cost of bulk emailing that allows spam to persist, in contrast to advertising faxes. The persistence of email spam (Stitt, 2004) has forced the hands of legislators in order to protect email as a viable means of communication (www.spamlaws.com). The details of the first successful criminal prosecution for Internet spam show the potential rewards on offer, with the defendant amassing a 24 million dollar fortune (BBCNews, 4/11/2004). The need to resort to legislation may be seen as a failure of both ethical frameworks and technological solutions, although the lack of national boundaries on the Internet is a problem: actions that do not contravene laws in one country may break those of another.

4. Research ethics

Research ethics are relevant to a discussion of the use of crawlers, to give ideas about what issues may need to be considered, and how guidelines may be implemented. The main considerations for social science ethics tend to be honesty in reporting results and the privacy and well-being of subjects (e.g., Penslar, 1995). In general, it seems to be agreed that researchers should take responsibility for the social consequences of their actions, including the uses to which their research may be put (Holdsworth, 1995). Other methodological-ethical considerations also arise in the way in which the research should be conducted and interpreted, such as the influence of power relationships (Williamson, & Smyth, 2004; Penslar, 1995, ch. 14). 

Although many of the ethical issues relating to information technology are of interest to information scientists, it has been argued that the focus has been predominately on professional codes of practice, the teaching of ethics, and professional dilemmas, as opposed to research ethics (Carlin, 2003). The sociology-inspired emerging field of Internet research (Rall, 2004a) has developed guidelines, however, although they are not all relevant since its research methods are typically qualitative (Rall, 2004b). The fact that there are so many different environments (e.g., web pages, chatrooms, email) and that new ones are constantly emerging means that explicit rules are not possible, instead broad guidelines that help researchers to appreciate the potential problems are a practical alternative. The Association of Internet Researchers has put forward a broad set of questions to help researchers come to conclusions about the most ethical way to carry out Internet research (Ess & Committee, 2002), following an earlier similar report from the American Association for the Advancement of Science (Frankel & Siang, 1999). The content of the former mainly relates to privacy and disclosure issues and is based upon considerations of the specific research project and any ethical or legal restrictions in place that may already cover the research. Neither allude to automatic data collection.

Although important aspects of research are discipline-based, often including the expertise to devise ethical frameworks, the ultimate responsibility for ethical research often lies with universities or other employers of researchers. This manifests itself in the form of university ethics committees (e.g., Jankowski & van Selm, 2001), although there may also be subject specialist subcommittees. In practice, then, the role of discipline or field-based guidelines is to help researchers behave ethically and to inform the decisions of institutional ethics committees.

5. Web crawling issues 

Having contextualized ethics from general, computing and research perspectives, web crawling can now be discussed. A web crawler is a computer program that is able to download a web page, extract the hyperlinks from that page and add them to its list of URLs to be crawled (Chakrabarti, 2003). This process is recursive, so a web crawler may start with a web site home page URL and then download all of the site’s pages by repeatedly fetching pages and following links. Crawling has been put into practice in many different ways and in different forms. For example, commercial search engines run many crawling software processes simultaneously, with a central coordination function to ensure effective web coverage (Chakrabarti, 2003; Brin & Page, 1998). In contrast to the large-scale commercial crawlers, a personal crawler may be a single crawling process or a small number, perhaps tasked to crawl a single web site rather than the ‘whole web’.

It is not appropriate to discuss the software engineering and architecture of web crawlers here (see Chakrabarti, 2003; Arasu, Cho, Garcia-Molina, Paepcke, & Raghavan, 2001), but some basic points are important. As computer programs, many crawler operations are under the control of programmers. For example, a programmer may decide to insert code to ensure that the number of URLs visited per second does not exceed a given threshold. Other aspects of a crawler are outside of the programmer’s control. For example, the crawler will be constrained by network bandwidth, affecting the maximum speed at which pages can be downloaded.

Since crawlers are no longer the preserve of computer science researchers but are now used by a wider segment of the population, which affects the kinds of issues that are relevant. Table 1 records some user types and the key issues that particularly apply to them, although all of the issues apply to some extent to all users. Note that social contract theory could be applied to the academic and commercial computing users, but perhaps not to non-computing commercial users and not to individuals. These latter two user types would be therefore more difficult to control through informal means.

Table 1 Academic (top) and non-academic uses of crawlers.

	User/use
	Issues

	Academic computing research developing crawlers or search engines. (Full-scale search engines now seem to be the exclusive domain of commercial companies, but crawlers can still be developed as test beds for new technologies.)
	High use of network resources. No direct benefits to owners of web sites crawled. Indirect social benefits.

	Academic research using crawlers to measure or track the web (e.g., webometrics, web dynamics).
	Medium use of network resources. Indirect social benefits. 

	Academic research using crawlers as components of bigger systems (e.g., Davies, 2001).
	Variable use of network resources. No direct benefits to owners of web sites crawled. Indirect social benefits.

	Social scientists using crawlers to gather data in order to research an aspect of web use or web publishing.
	Variable use of network resources. No direct benefits to owners of web sites crawled. Indirect social benefits. Potential privacy issues from aggregated data.

	Education, for example the computing topic of web crawlers and the information science topic of webometrics.
	Medium use of network resources from many small-scale uses. No direct benefits to owners of web sites crawled. Indirect social benefits.

	Commercial search engine companies.
	Very high use of network resources. Privacy and social accountability issues.

	Competitive intelligence using crawlers to learn from competitors’ web sites and web positioning.
	No direct benefits to owners of web sites crawled, and possible commercial disadvantages.

	Commercial product development using crawlers as components of bigger systems, perhaps as a spin-off from academic research.
	Variable use of network resources. No direct benefits to owners of web sites crawled.

	Individuals using downloaders to copy favorite sites.
	Medium use of network resources from many small-scale uses. No form of social contract or informal mechanism to protect against abuses.

	Individuals using downloaders to create spam email lists.
	Privacy invasion from subsequent unwanted email messages. No form of social contract or informal mechanism to protect against abuses. Criminal law may not be enforceable internationally.


There are four types of issue that web crawlers may raise for society or individuals: denial of service, cost, privacy and copyright. These are defined and discussed separately below.

5.1. Denial of service

A particular concern of web masters in the early years of the Internet was that web crawlers may slow down their web server by repeatedly requesting pages, or may use up limited network bandwidth (Koster, 1993). This phenomenon may be described as denial of service, by analogy to the denial of service attacks that are sometimes the effect of computer viruses. The problem is related to the speed at which services are requested, rather than the overall volume. Precise delays can be calculated using queuing theory, but it is clear that any increase in the use of a limited resource from a random source will result in deterioration in service, on average.

A server that is busy responding to robot requests may be slow to respond to other users, undermining its primary purpose. Similarly a network that is occupied with sending many pages to a robot may be unable to respond quickly to other users’ requests. Commercial search engine crawlers, which send multiple simultaneous requests, use checking software to ensure that high demands are not placed upon individual networks.

The design of the web pages in a site can result in unwanted denial of service. This is important because a web site may have a small number of pages but appear to a crawler as having a very large number of pages because of the way the links are embedded in the pages (an unintentional ‘spider trap’). If there is a common type of design that causes this problem then the crawler could be reprogrammed to cope with it. Given the size of the web, however, it is practically impossible for any crawler to be able to cope with all of the potentially misleading sites, and so some will have their pages downloaded many times by the crawler, mistakenly assessing them all to be different.

5.2. Cost

Web crawlers may incur costs for the owners of the web sites crawled by using up their bandwidth allocation. There are many different web hosts, providing different server facilities, and charging in different ways. This is illustrated by costs for a sample of ten companies offering UK web hosting, which were selected at random (Table 2). Something that was noticed when searching for information on pricing structures was the difficulty in finding the information. This was especially true for finding out the consequences of exceeding the monthly bandwidth allocation, which was often written into the small print, usually on a different page to the main charging information.


Different hosts were found to allow a wide variety of bandwidths, with none of those examined allowing unlimited bandwidth. Some other hosts do, but this option is usually reserved for those with premium packages. The consequences of exceeding the monthly bandwidth ranged from automatically having to pay the excess cost, to having the web site disabled.

Table 2 Bandwidth costs for a random selection of 10 sites from the yahoo.co.uk directory.

	Web host
	Minimum monthly bandwidth
	Web space as a % of bandwidth.
	Cost of excess use

	www.simply.com 
	1000 Mb
	1-infinity
	unclear

	www.giacomworld.com 
	2 Gb
	4.88%
	unclear

	www.cheapdomainnames.net 
	2 Gb
	3.91-4.88%
	2p/Mb

	www.inetc.net 
	2,000 Mb
	1.25%-10%
	2p/Mb

	www.hubnut.net 
	1,000 Mb
	10%
	5p/Mb

	www.webfusion.co.uk 
	7 Gb
	8.37%-infinity
	5p/Mb

	www.kinetic-internet.co.uk 
	1 Gb
	7.81%-10.24%
	1p/Mb

	www.services-online.co.uk 
	0.25 Gb
	32.55- 39.06%
	5p/Mb

	www.databasepower.net 
	500 Mb
	2.44-6.51%
	£3/Gb (0.29p/Mb)

	www.architec.co.uk 
	1.5 Gb
	6.51-20%
	£12/Gb (1.17p/Mb)


As some sites claim to offer ‘unlimited’ web space, alongside a limited bandwidth, it is clear that problems can be caused quite quickly through the crawling of an entire web site. Even for those hosts that restrict the amount of web space available, downloading all pages could make up a significant percentage of the total bandwidth available.

5.3. Privacy

For crawlers, the privacy issue appears clear-cut because everything on the web is in the public domain. Web information may still invade privacy if it is used in certain ways, principally when information is aggregated on a large scale over many web pages. For example, a spam lists may be generated from email addresses in web pages, and Internet “White Pages” directories may also be automatically generated. Whilst some researchers advocate the need for informed consent (Lin & Loui, 1998) others disagree and emphasize the extreme complexity of the issue (Jones, 1994). 

5.4. Copyright

Crawlers ostensibly do something illegal: they make permanent copies of copyright material (web pages) without the owner’s permission. Copyright is perhaps the most important legal issue for search engines (Sullivan, 2004). This is a particular problem for the Internet Archive (http://www.archive.org/), which has taken the role of storing and making freely available as many web pages as possible. The Archive’s solution, which is presumably the same as for commercial search engines, is a double opt-out policy (Archive, 2001). Owners can keep their site out of the archive using the robots.txt mechanism (see below), and non-owners who believe that their copyright is infringed by others’ pages can write to the Archive, stating their case to have the offending pages removed. The policy of opt-out, rather than opt-in, is a practical one but is legally accepted (or at least not successfully challenged in the U.S. courts) because the search engines have not been shut down. Google keeps a public copy (cache) of pages crawled, which causes a problem almost identical to that of the Archive. Google has not been forced to withdraw this service (Olsen, 2003) and its continued use does not attract comment so it appears to be either legal, or not problematic.

6. The robots.txt protocol

The widely followed 1994 robots.txt protocol was developed in response to two basic issues. The first was protection for site owners against heavy use of their server and network resources by crawlers. The second was to stop web search engines from indexing undesired content, such as test or semi-private areas of a web site. The protocol essentially allows web site owners to place a series of instructions to crawlers in a file called robots.txt to be saved on the web server. These instructions take the form of banning the whole site or specific areas (directories) from being crawled. For example, if the text file contained the information below, then crawlers (user-agents) would be instructed not to visit any page in the test directory or any of its subdirectories.

User-agent *

Disallow /test/

A ‘well behaved’ or ethical crawler will read the instructions and obey them. Despite attempts since 1996 to add extra complexity to the robots.txt convention (Koster, 1996) it has remained unchanged. Some of the big search engine owners have extended the robots.txt protocol to include a crawl delay function, however (AskJeeves, 2004; Yahoo!, 2004). Whilst such an extension is useful, it is important that it is incorporated as a standard protocol to ease the information burden for site owners. Along with standardization, there also needs to be information to encourage web owners to think about and set reasonable limits; a high crawl delay time may effectively ban web crawlers. There has been one related and successful development: the creation of HTML commands to robots that can be embedded in web pages. For example, the tag below, embedded in the head of a web page, instructs crawlers not to index the page (i.e. to discard the downloaded page) and not to follow any links from the page.

<META NAME=ROBOTS CONTENT=”NOINDEX, NOFOLLOW”>

The robots meta tag instructions are simple, extending only to a binary instruction to index a page or not and a binary instruction to follow links or not.

7. Critical review of existing guidelines

The robots.txt protocol only covers which pages a robot may download, but not other issues such as how fast it should go (e.g., pages per second). There are recognized, but completely informal, guidelines for this, written by the author of the robots.txt protocol (Koster, 1993). These guidelines aim to both protect web servers from being overloaded by crawlers and to minimize overall network traffic (i.e., the denial of service issue). Before building a crawler, programmers are encouraged to reflect upon whether one is really needed, and whether someone else has already completed a crawl and is willing to share their data. Data sharing is encouraged to minimize the need for crawling. If a crawler is really needed, then the robot should, amongst other things:

· Not crawl any site too quickly,

· Not revisit any site too often, and

· Be monitored to avoid getting stuck in ‘spider traps’: large collections of almost duplicate or meaningless pages. 

7.1. Denial of service

The phrases ‘too quickly’ and ‘too often’, as noted above, invoke a notion of reasonableness in crawling speed. Decisions are likely to change over time as bandwidth and computing power expand. The figures mentioned in 1993 no longer seem reasonable: “Retrieving 1 document per minute is a lot better than one per second. One per 5 minutes is better still. Yes, your robot will take longer, but what's the rush, it's only a program” (Koster, 1993). University web sites can easily contain over a million pages, but at one page per minute they would take almost two years to crawl. A commercial search engine robot could perhaps save time by identifying separate servers within a single large site, crawling them separately and simultaneously, and also having a policy of updating crawling: only fetching pages that have changed (as flagged by the HyperText Transfer Protocol header) and employing a schedule that checks frequently updated pages more often than static ones (Chakrabarti, 2003; Arasu, Cho, Garcia-Molina, Paepcke, & Raghavan, 2001). In an attempt at flexible guidelines, Eichmann has recommended the following general advice for one type of web agent, “the pace and frequency of information acquisition should be appropriate for the capacity of the server and the network connections lying between the agent and that server” (Eichmann, 1994).


The denial of service issue is probably significantly less of a threat in the modern web, with its much greater computing power and bandwidth, as long as crawlers retrieve pages sequentially and there are not too many of them. For non-computer science research crawlers and personal crawlers, this is probably not an issue: network usage will be limited by bandwidth and processing power available to the source computer. Nevertheless, network constraints may still be an issue in developing nations, and perhaps also for web servers maintained by individuals through a simple modem. Hence, whilst the issue is less critical than before, there is a need to be sensitive to the potential network impacts of crawling.

7.2. Cost

The robots.txt protocol does not directly deal with cost, although its provisions for protection against denial of service allow site owners to save network costs by keeping all crawlers, or selected crawlers, out of their site. However, all crawling uses the resources of the target web server, and potentially incurs financial costs, as discussed above. Kroch (1996) has suggested a way forward that addresses the issue of crawlers using web servers without charge: to require web agents, including crawlers, to pay small amounts of money for the service of accessing information on a web server. This does not seem practical at the moment because micropayments have not been adopted in other areas, so there is not an existing infrastructure for such transactions. 

Commercial search engines like Google can justify the cost of crawling in terms of the benefits they give to web site owners through new visitors. There is perhaps also a wider need for crawler owners to consider how their results can be used to benefit the owners of the sites crawls as method of giving them a direct benefit. For example, webometric researchers could offer a free site analysis based upon crawl data. There is a particular moral dilemma for crawler operators that do not ‘give anything back’ to web site owners, however. Examples where this problem may occur include both academic and commercial uses. There is probably a case for the ‘public good’ of some crawling, including most forms of research. Nevertheless, from a utilitarian standpoint it may be difficult to weigh up the crawling costs to one individual against this public good.

For crawler owners operating within a framework of social accountability, reducing crawling speeds to a level where complaints would be highly unlikely or likely to be muted would be a pragmatic strategy. The crawling strategy could be tailored to such things as the bandwidth costs of individual servers (e.g., don’t crawl expensive servers, or crawl them more slowly). Sites could also be crawled slowly enough that the crawler activity would be sufficient to cause concern to web site owners monitoring their server log files (Nicholas, Huntington, & Williams, 2002).

7.3. Privacy

The robots.txt protocol and Koster’s 1993 guidelines do not directly deal with privacy, but the robots.txt file can be used to exclude crawlers from a web site. This is insufficient for some privacy issues, however, such as undesired aggregation of data from a crawl, particularly in cases were the publishers of the information are not aware of the possibilities and the steps that they can take to keep crawlers away from their pages. Hence, an ethical approach should consider privacy implications without assuming that the owners of web pages will take decisions that are optimally in their own interest, such as cloaking their email addresses. Power relationships are also relevant in the sense that web site owners be coerced into passive participation in a research project through ignorance that the crawling of their site is taking place.

Some programmers have chosen to ignore the robots.txt file, including, presumably, those designed to collect email addresses for spam purposes. The most notable case so far has been that of Bidder’s Edge, where legal recourse was necessary to prevent Bidder’s Edge from crawling Ebay’s web site (Fausett, 2002). This case is essentially a copyright issue, but shows that the law has already had an impact upon crawler practice, albeit in an isolated case, and despite the informal nature of the main robots.txt guidelines.

8. Guidelines for crawler owners

As the current protocol becomes more dated and crawler owners are forced to operate outside of the 1993 suggestions, researchers’ crawlers could become marginalized; designed to behave ethically in a realistic sense but being grouped together with the unethical crawlers because both violate the letter of Koster’s 1993 text. Hence new guidelines are needed to serve both to ensure that crawler operators consider all relevant issues and as a formal justification for breaches of the 1993 guidelines.

Since there is a wide range of different web hosting packages and constantly changing technological capabilities, a deontological list of absolute rights and wrongs would be quickly outdated, even if desirable. Utilitarianism, however, can provide the necessary framework to help researchers make judgments with regards to web crawling. It is important that decisions about crawl parameters are made on a site-by-site, crawl-by-crawl basis rather than with a blanket code of conduct. Web crawling involves a number of different participants whose needs will need to be estimated. This is likely to include not only the owner of the web site, but the hosting company, the crawler operator’s institution, and users of the resulting data. An ethical crawler operator needs to minimize the potential disadvantages and raise the potential benefits, at least to the point where the net benefits are equal to that of any other course of action, although this is clearly hard to judge. The latter point is important, as introduced by Koster (1993): the need to use the best available option. For example a web crawl should not be used when a satisfactory alternative lower cost source of information is available.


The following list summarizes this discussion and builds upon Koster’s (1993) recommendations. Note the emphasis in the guidelines on finding out the implications of individual crawls.

Whether to crawl and which sites to crawl

· Investigate alternative sources of information that could answer your needs, such as the Google API (www.google.com/apis/) and the Internet Archive (cost, denial of service).

· Consider the social desirability of the use made of the information gained. In particular consider the privacy implications of any information aggregation conducted from crawl data (privacy).

· For teaching or training purposes, do not crawl the web sites of others, unless necessary and justifiable (cost, denial of service).

· Be aware of the potential financial implications upon web site owners of the scale of crawling to be undertaken (cost).

· Be aware of differing cost implications for crawling big and small sites, and between university and non-university web sites (cost).

· Do not take advantage of naïve site owners who will not be able to identify the causes of bandwidth charges (cost).

· Be prepared to recompense site owners for crawling costs, if requested (cost).

· Be aware of the potential network implications upon web site owners of the scale of crawling to be undertaken, and be particularly aware of differing implications for different types of site, based upon the bandwidth available to the target site web server (denial of service).

· Balance the costs and benefits of each web crawling project and ensure that social benefits are likely to outweigh costs (cost, denial of service, privacy).

Crawling policy

· Email webmasters of large sites to notify them that they are about to be crawled in order to allow an informed decision to opt out, if they so wish.

· Obey the robots.txt convention (Koster, 1994) (denial of service).

· Follow the robots guidelines (Koster, 1993), but re-evaluate the recommendations for crawling speed, as further discussed below (denial of service).

The above considerations seem appropriate for most types of crawling but create a problem for web competitive intelligence (Wormell, 2001; Vaughan, 2004). Since an aim must be to gain an advantage over competitors (Underwood, 2001), an Adam Smith type of argument from economics about the benefits of competition to society might be needed for this special case, and if this kind of crawling becomes problematic, then some form of professional self-regulation (i.e., a social contract) or legal framework would be needed. This is a problem since there does not seem to be a professional organization that can fulfill such a need. Individual crawler operators also fall into a situation where currently only their internal moral code, perhaps informed by some computing knowledge, serves as an incentive to obey guidelines. From a social perspective, the pragmatic solution seems to be the same as that effectively adopted for spam email: formulate legislation if and when use rises to a level that threatens the effectiveness of the Internet. 

For researchers, the guidelines can inform all crawler users directly, or can be implemented through existing formal ethical procedures, such as university ethics committees and, in computer science and other research fields, can be implemented through socially pressure to conform to professional codes of conduct. Hopefully, they will support the socially responsible yet effective use of crawlers in research.
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